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1 Background

In Sept. 2003, the IVS, recognizing the limitations of existing VLBI infrastructure and the increasing requirements of space geodesy, established Working Group 3 (WG3):  VLBI2010 (ref. 1) to investigate options for modernization.

Based on emerging space geodesy science and operational needs, WG3 (ref. 2) established challenging goals for the next generation VLBI system, e.g.:

· 1 mm position accuracy on global scales; 

· Continuous measurements for time series of station positions and Earth orientation parameters; and 

· Turnaround time to initial geodetic results of less that 24 hrs.  

In its final report, WG3 proposed strategies to move toward the unprecedented 1 mm accuracy target and broad recommendations for the next generation system.  To help make these recommendations more specific, the report additionally suggested a series of 13 studies and development projects.

Recognizing that a more permanent organizational element was required to maintain the momentum of WG3, the IVS established the VLBI2010 Committee (V2C) (ref. 3).

2 Introduction

This report summarizes the first phase of the V2C IVS modernization effort, namely the studies and development projects suggested in the WG3 final report.  Due to the long lead-time for antenna acquisition, specifications for the VLBI2010 antennas have also been included in Appendix A.  Details of the rest of the system will be the main focus of the next phase of the project.  See Appendix B for a preliminary list of items that need to be considered.  It is expected that the system will be fully specified by the end of 2010, at which time design and implementation of operational systems can begin.  

The motivations for the studies in the report are:

· To investigate the effectiveness of various strategies towards achieving the 1 mm performance target and evaluate whether, at least theoretically, the target can be reached.  [Note:  For a more precise definition of 1 mm position accuracy, the V2C has taken it to mean the median (over the network) rms position error of a 24-hour Monte Carlo simulation];

· To establish a rational framework, based on impact on final products, for setting specifications for the project;

· To verify key processes experimentally and to gain experience with state-of-the-art systems as precursors to those for VLBI2010.

The primary means of carrying out the studies in this report are Monte Carlo simulators, source structure simulators and a NASA sponsored proof-of-concept project.  The Monte Carlo simulators are described in Section 3, while the proof-of-concept project and the structure corrections simulators are described in Sections 4.4.2 and 4.6.3 respectively.

The largest error sources currently limiting VLBI performance are the atmosphere, instrumentation and source structure.  The evaluation of strategies for reducing these error sources is the focus of Section 4.  Impacts of these strategies on system definition are considered in Section 5.  Finally, risks to achieving the VLBI2010 goals are considered in Section 6. 

3 Monte Carlo Simulators

3.1 Describe how they work

3.1.1 Theory of simulators

3.1.2 Atmosphere

3.1.3 Clocks

3.1.4 Random error

3.1.5 Test networks (16, 24, 32 station, etc)

3.1.6 Comparisons with CONT05 and RDV

3.1.7 Limitations, i.e. things not considered

3.2 Describe briefly the 4 versions

3.2.1 SOLVE

3.2.2 OCCAM

3.2.3 PPP

3.2.4 VVSIM

4 Strategies to achieve 1 mm accuracy

At the most basic level, VLBI error sources can be split into either random or systematic errors.  Important examples of random errors are the atmosphere, the hydrogen maser reference oscillators, and the per observation delay measurement error.  Examples of important systematic errors are antenna deformations, drifts of the electronics, and source structure.  Achieving 1 mm position accuracy will require careful attention to all of these.  In this section, six strategies are considered for reducing error.

4.1 Optimization of schedules

Traditionally, the stochastic behaviours of both the wet component of the atmosphere and the hydrogen maser reference oscillators have been extracted directly from the VLBI data.  The separation of these trends from the geometric parameters of interest has been achieved through the use of optimized schedules in which source direction and elevation angle vary dramatically during the course of each stochastic estimation interval.  Due to the hemispheric nature of most current networks, extensive sub-netting has been used to ensure access to the required low elevation sources.  Although the development of optimal scheduling strategies has been a key element for achieving VLBI’s current level of performance, it is well known that current approaches do not fully account for the complex temporal and spatial behaviour of the atmosphere.  To help address this shortcoming, it was proposed, in the WG3 final report that the number of observations per unit time be increased dramatically for VLBI2010 (see ref. ? and also sections 4.2 and 4.3).   

It is already clear that making the most of the new VLBI2010 operating modes will require re-optimization and perhaps re-conceptualization of scheduling strategies.  Higher observation density, global distribution of networks and the quality of uv coverage for source structure corrections are all new factors that need to be incorporated.  Since it has been shown in the past that scheduling is an important element for improving performance, it is recommended that a continued focused effort be directed here.  The optimization process will be greatly empowered by the Monte Carlo simulators, which provide invaluable realistic feedback on the effectiveness of new strategies.  

Already, two efforts have been initiated in this direction.  The first is a straightforward extension of the well-known GSFC sked program, which is currently used operationally to schedule IVS sessions.  The primary criterion for the new sked VLBI2010 optimization is to maximize the total number of observations in a session.  In addition to some tweaks to improve efficiency of source switching and the introduction of a new larger and improved source list, two main tactics were emphasized, those being:

· The maximization of the number of stations in a scan, and

· The minimization of slew times between scans.

The results were impressive.  For a 16-station network with VLBI2010 slew and sensitivity parameters, over 100,000 observations were scheduled in 24 hours (Fig.?).  When the source list was increased from 100 to 200, over 200,000 observations were scheduled.  For comparison, a typical CONT05 24-hour schedule results in about 7000 scans, while RDV sessions can have as many as 25,000. The new VLBI2010 schedules were tested extensively with the Monte Carlo simulators with very promising results.
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At NRCan, there is a second effort to produce schedules.  They have been used primarily for studying the relation between observation density and performance and are described in section 4.3 below. 

4.2 Optimization of analysis strategies

The new VLBI2010 operating modes, specifically greater observation density, more precise delay observables, and more stations per scan, have stimulated a review of optimal analysis procedures, e.g.:

· Greater observation density enables:

· Shorter atmosphere estimation intervals.  For least squares (LS) analysis, many more observations per unit time enable the use of shorter atmosphere estimation intervals, including the use of looser constraints.  These help account for the rapidly changing wet zenith delay (wzd) associated with the translating turbulent screen characteristic of the wet atmosphere.  

· Larger atmosphere a priori variances.  For the same reasons, many more observations per unit time enable Kalman filter (KF) analysis to use larger atmosphere a priori variances.

· Rapid spherical harmonic estimates.  Many more observations per unit time (plus uniform sky coverage over short intervals) enable the use of very rapid spherical harmonic estimates of the atmosphere.  These help account for the rapidly changing asymmetries associated with the translating turbulent wet atmosphere screen.  [Note:  Rapid estimates of atmosphere gradients are a low order variation of the more general spherical harmonic approach.  These have been considered as well.]

· More precise delay observables emphasize the enhancement of atmospheric noise at low elevation angles.  As a result, Elevation angle weighting of the input observables (or higher elevation cut-off angles) becomes a more important strategy to account for this added noise.  Although they have not been implemented as yet, spatial correlation of observables (Lanyi & Truehaft) due to the atmosphere are a further option that can be considered in the future.

· More stations per scan emphasize the importance of applying terms to account for correlation of station noise between baseline observables.

These strategies have all been considered before.  However, the new VLBI2010 operating modes emphasize their importance.  Although it is not possible for all Monte Carlo packages to handle these new strategies, where possible, they have been applied and their impact evaluated.  Results are summarized in Table ?  Based on these results, optimum analysis strategy for each of the Monte Carlo packages has been determined.  These are summarized in Table ?+1.

[Table ? impact of analysis strategies]

[Table ?+1 optimum analysis strategy for each Monte Carlo package]

4.3 A quantum increase in the number of observations per session

In the WG3 final report, it was proposed that the number of observations per unit time be increased dramatically.  The impact of this strategy on performance is considered in this section.   A series of five schedules were generated, each with a different source-switching interval.  The schedules were somewhat contrived in the sense that no attempt was made connect the schedules to real antennas with real slew characteristics.  Criteria for the generation of the schedules were:

· Sources were switched at regular intervals.

· Two sources, roughly 180 degrees apart, were always scheduled together, resulting in pairs of simultaneous scans.  One scan of each pair included all stations for which the first source was above the elevation cut-off, and the other included all stations for which the opposing source was above the elevation cut-off.

· An attempt was made to achieve uniform sky coverage at each station.  Since the stations are globally distributed, this could be accomplished simply by ensuring that the 24 sources chosen over each 12-switch interval were uniformly distributed on the celestial sphere.  Operationally, uniform sky coverage was implemented by attempting to fill the largest hole in the sky coverage as defined by the last 12 sources observed.

· An attempt was made to ensure that each source was observed roughly an equal number of times.  This was done to allow adequate uv coverage for each source.  This in turn was required to enable the source mapping required for effective structure corrections.

Since no attempt was made to consider antenna slew characteristics when generating these schedules, the resulting source switching times tended to be very long.  An attempt was made, after the fact, to optimize the schedules by re-ordering each sequence of 5 switches to minimize slew time.  This was augmented by the elimination of the slowest antenna of each simultaneous pair of scans.  The five schedules generated were named,

· st16uni_15_3_230X_1_5

· st16uni_30_6_230X_1_5

· st16uni_45_9_230X_1_5

· st16uni_60_12_230X_1_5

· st16uni_120_24_230X_1_5

where, in the first schedule, 16 represents the number of stations in the scheduled network, 15 represents the number of seconds between each source switch, 3 represents the number of minutes over which uniform sky coverage was enforced, 230 represents the number of sources scheduled, 1 represents the number of stations dropped from each scan pair, and 5 represents the number of source switches over which switching order is optimized.  Median position error is plotted against switching interval in Fig.?.

[Fig?  Median station accuracy vs switching time]

4.4 A quantum increase in the delay measurement precision

4.4.1 Broadband delay (bbd) concept

In the WG3 final report, a per observation delay measurement error of 4 ps was proposed as a minimum for achieving the 1 mm position accuracy target.  This is nearly an order of magnitude improvement over current performance.  With existing dual-band group delay systems, measurement precision can be improved by either increasing SNR or using wider IF bandwidths.  Unfortunately, there is no practical way that either of these approaches can achieve the required precision increase.  The development of broadband (1-12 GHz) data acquisition systems for astronomy, however, has opened up the possibility of using multiple widely spaced frequency bands to resolve the highly precise RF phase delays, even at modest SNR’s.  This has been demonstrated theoretically (ref), and has allowed the contemplation of systems that simultaneously have very high delay precision but without the need for the high sensitivity that forces the use of large antennas.  The use of smaller faster slewing antennas has been the key factor enabling the higher slew rates necessary for a quantum increase in the number of observations per session.  A NASA sponsored proof-of-concept project is underway to test this idea experimentally and at the same time gain experience with practical forerunners of VLBI2010 sub-systems.  The delay derived from using multiple widely spaced bands to successfully resolve the phase delay has come to be known as the “broadband delay”.

4.4.2 Description of the NASA broadband delay proof-of-concept system

4.4.3 Current status

4.4.4 Tests to date

4.4.5 Future plans

4.5 Larger and Better Distributed Networks

In the WG3 final report, larger and better-distributed global networks were proposed as a means of improving VLBI performance for both EOP and TRF scale.  Using the same naming convention as in section 4.3, the following uniform sky schedules were generated,

· st16uni_45_9_230X_1_5

· st24uni_45_9_230X_1_5

· st32uni_45_9_230X_1_5

one each for a 16, 24 and 32 site network respectively.  Station position, scale and EOP performance are plotted relative to network size in Figs ?, ?+1, ?+2.

4.6 Reduced Systematic Errors

Typically, systematic errors are reduced through careful design, calibration, and modelling.  The application of these approaches to antenna deformations, drifts of the electronics, and source structure is discussed in the following sections.

4.6.1 Antenna Deformations and site ties

Antenna structures undergo both thermal and gravitational deformations:

· Gravitational deformations.  Gravitational sag of the antenna reflector and feed support structure cause the feed to move nearer the dish while pointed in the zenith than while pointed at the horizon.  This produces an elevation dependent delay change that biases the height estimate.  The apparent offset will vary somewhat with changes in the elevation angle cut-off, other details of the session’s schedule, and/or the elevation angle weighting function used in the analysis.  However, under typical operating conditions, variations in these conditions are small and hence the impact of gravitational sag manifests itself primarily as a site tie issue.  Unfortunately, calculations required to determine gravitationally induced height bias are complex and depend on elaborate elevation dependent antenna surveys.  To make matters worse, their effectiveness is difficult to assess.  One possibility for the future is to construct antennas that are stiff with respect to gravitational deformation.  This is easier to achieve for smaller antennas, which bodes well for the 12 m antennas proposed for VLBI2010.  Another approach that has been suggested (Koyama et al) is to perform local connected-element geodetic interferometry observations to a small structurally well-understood antenna that can then be accurately connected to an external survey reference point.  To make this work well, schedule and analysis approaches for the local observations need to resemble those for the operational observations.

· Thermal deformations.  Thermal deformations can be further classified into deformations of the antenna reflector and feed support structure on the one hand and the antenna tower on the other.  In the former case, the delay dependence is benign and its clock-like character can be removed as part of the clock estimates.  In the latter case, the thermal expansion and contraction of the tower cause the VLBI reference point to move up and down and bias the height estimate.  For larger antennas, annual signatures can be in excess of 10 mm p-p and can clearly be seen in current data records.  Three main approaches have been developed to compensate for thermal deformations:  1) The deformation between a fixed point on the ground and the antenna intersection of axes is monitored using an invar rod; 2) The deformation is modeled based on antenna materials and simple physical models, and 3) The deformation is modeled using more complex analysis involving multiple temperature sensors and comparisons with invar rods.  Although any of the approaches should reduce the annual signatures, none have been applied for the lack of a conventional reference temperature, which should be remedied in the near future.  [To be honest, I’m a bit confused by the need for a reference temperature.  Given that a good thermal model is available and temperatures are known at the times of both site tie surveys and VLBI observations, it should be possible to connect the VLBI observations directly to a survey point on the ground that is independent of temperature – but maybe I’m missing something.]  Once again, the use of a small antenna to perform local connected-element geodetic observations would be an effective way to build up a thermal model for the antenna, and at the same time connect to a survey point on the ground. 

4.6.2 Stability of the Electronics

In current geodetic VLBI systems, electronic delays are calibrated using a pulse calibration system.  A clean 5 MHz signal is transmitted by cable to the antenna focus where it triggers a tunnel diode to generate a very narrow (~30ps) pulse.  The pulse is injected into the signal path prior to the first amplifier and follows the signal through to digitization where the phase of its composite tones are extracted individually.  To connect the epoch of pulse generation to a reference time on the ground, a cable calibration system monitors the delay of the uplink 5 MHz signal.  

A similar system is envisioned for the VLBI2010 system.  Tunnel diodes, however, which are now nearly impossible to find, will be replaced by ultra-fast modern integrated circuits, and the cable calibration system will be re-thought.  Possibilities for handling the up-link cable delay range from the simple use of a phase stable cable to a couple of options that involve the accurate monitoring of a two-way delay.  Due to challenges with the new broadband feeds, one major question for the pulse calibration system remains the injection point for the pulse.  Options include launching from a small calibration antenna either inside or outside the cryogenic dewar, or injection into the signal path after the LNA.  Pros and cons of the various options are being considered and tested in the NASA proof-of-concept system (section 4.4).  Unfortunately, as always, some sections of the system will remain uncalibrated, including, of course, the calibration system itself.  In this regard, it should be pointed out that, as with antenna deformations, slow random drifts of the electronics are not as damaging to geodetic results as biases that correlate with antenna position.  In this regard, either calibration or stabilization of the mechanically induced cable delay variations through cable wraps need to be considered a priority.

In addition to the revised pulse calibration system, a revised amplitude calibration system is also planned.  As in current systems, it will be based on a calibrated noise diode, but in the new version it will use the 80 Hz synchronous detection process that has become standard in radio astronomy.  An upgraded amplitude calibration system is essential to support the source structure corrections contemplated for VLBI2010 (section 4.6.3).  As with the pulse calibration system, the injection point for the calibration signal remains an open question.

4.6.3 Source Structure

The ideal radio source for reference frame definition has no structure or apparent variation in position.  Real sources, on the other hand, typically have measurable structure, and to make matters worse, structure that varies noticeably with time.  Structure is manifest as a variation in interferometer delay, phase and amplitude with respect to baseline geometry.  Temporal variation is usually manifest as apparent motion of the source.  It is not uncommon for ICRF sources to exhibit tens of ps of delay error due to source structure.  Although this is a direct risk for achieving the VLBI2010 goal of 1 mm position accuracy, it has been shown that it would also greatly degrade the ability to resolve the broadband delay (section 4.4).

Up to the present time, issues related to source structure have been handled by selecting sources known to have minimal structure.  Although current lists were based on small amounts of data and are hence somewhat flawed, new lists have recently been compiled, which are considerably more reliable.  However, even these sources have noticeable degradation relative to the 1 mm target and will degrade the ability to successfully resolve the broadband delay.

Another strategy for mitigating the reference frame degradation due to source structure is to actively monitor that structure and correct for it.  This has not been done routinely in the past because current operational geodetic/astrometric schedules do not include enough source observations to allow the creation of high quality images.  

The anticipated VLBI2010 operating modes resulting from rapid slewing antennas, higher data rates and broadband operation enable the possibility of a manifold increase in the number of observations per session.  This opens up the practical possibility of routinely generating active source structure corrections from each operational geodetic/astrometric observing session.

Generating source structure corrections involves three steps:

· The first step involves making images of the source.  Based on the resulting maps, it is then possible to calculate, on a band-by-band basis, structure corrections for each input observation.  The quality of the maps is dependent on two factors: UV coverage and signal-to-noise ratio (SNR).  UV coverage is a measure of the number of different geometries from which the source is observed.  The new operating modes anticipated for VLBI2010, including larger global networks and many more observations per session, promise a quantum improvement in UV coverage.  The high imaging potential of the VLBI2010 observing modes has been demonstrated through simulations.  Although noise has not yet been included in the analysis, this extension of the simulations is expected in the near future.

· The second step in generating structure corrections involves aligning the map centres in different bands.  VLBI observations are typically carried out in a number of frequency bands.  In VLBI2010 observing modes, it is anticipated that four or more bands, spread over a frequency range of 2-15 GHz, will be used to both remove the effect of the ionosphere, and enable the use of the VLBI phase delays.  Since the maps generated in the first step above lack information about their absolute positions, the images in the different bands need to be aligned after the fact.  Fortunately, the output group and phase delays contain sufficient information to simultaneously resolve phase ambiguities and align the map centres.  The precision with which this can be done is dependent both on the frequency of the band and the number of observations of the source.  Simulations indicate that in almost all cases, even for the lowest frequency band, it is possible to align the bands to better than about 20 uas (at the 1 sigma level).  [Although these results are promising, it has yet to be shown what the impact of uncalibrated instrumental errors will be on the process of aligning map centres.]

· The final step in applying source structure corrections is to identify a reference point in the map.  Without corrections, this is naturally placed at the centroid of illumination.  Unfortunately, the centroid is typically not fixed over time.  What would be better for geodesy/astrometry would be to associate some feature of the map with a positionally invariant physical feature of the source, typically the black hole at its core.  The problem is that the majority of radio emission from the source is generated by dynamic jets emanating from the core, but not the core itself.  Some success has been achieved by modeling the core-jet nature of the source as a point plus elliptic component [Fomalant].  Another tantalizing possibility presents itself with the multiband VLBI2010 data.  The jet is usually viewed nearly end-on, and the image represents the point at with the jet becomes optically thick at that frequency.  The higher the frequency, the closer the image is to the core.  It may be possible to use the series of multi-frequency images enabled by the VLBI2010 operating modes to point towards (and perhaps infer) the position of the positionally invariant core of the quasar.

Although more simulation work needs to be done, this work has shown that anticipated VLBI2010 operating modes are likely to enable the implementation of effective source structure corrections making it possible to better associate VLBI observations with the positionally invariant point in each observed radio source.

5 Impact of VLBI2010 Strategies on System Parameters

5.1 Implication for Clock Performance
The WG3 final report cautioned that achieving 1 mm accuracy with current systems and switching rates would require effective H maser performance of a few parts in 10**16 for averaging times longer than about an hour.  This is a daunting spec given that laboratory H maser’s barely achieve this level of performance, and that the observatory clock distribution system itself degrades effective performance significantly.  What was not known at the time of WG3 was the degree to which the VLBI2010 rapid source switching strategy would ease the spec.  The Monte Carlo simulators developed since then have been used to answer that question.  In Fig.?, median station position accuracies, base on Monte Carlo simulations, are plotted against clock behaviours of 2.e-15@50min, 1.e-14@50min and 5.e-14@50min.  Clearly, with the VLBI2010 operating modes, geodetic performance is not degraded significantly for clock systems that perform better than about 1.e-14@50min.  The good news it that this is approximately the level of performance measured currently for deployed H masers and their associated clock distribution systems.  All the same, timing is at the root of all precise geodetic VLBI delay measurements.  Efforts need to be made to ensure as stable an operating environment (e.g. temperature, magnetic fields, vibration, etc) as possible for the H masers and close attention to detail needs to directed towards the design of the clock distribution system, e.g. ultra stable distribution amplifiers, phase stable cables, a well regulated thermal environment, and calibration where possible.

[Fig?  Median station accuracies vs clock performance]

5.2 Implication for Delay Measurement ErrorImplications for Sensitivity
A preliminary calculation in the WG3 Observing Strategies final report (ref) indicates that a per observation delay measurement precision of 4 ps is required to achieve the 1 mm position accuracy target.  Given the existence of other VLBI2010 constraints such as the need to switch rapidly between sources and the need for sufficient sensitivity to detect sources down to about the 200 mJ level, the only method that could be conceived to achieve the 4 ps target was to reliably resolve the phase delay ambiguity, even at modest SNR.  Fortunately, at the same time, broadband (~1-11 GHz) observing systems were being developed for use in radio astronomy array antennas.  Theoretical calculations, assuming a number of bands optimally positioned over this frequency range, indicated that phase delay ambiguities could be reliably resolved even down to SNR’s approaching the detection threshold for the individual bands.  This process has, however, never been demonstrated in practice and its verification is the primary motivation for the NASA “broadband delay” proof-of-concept tests described in section 4.4.  Risks to successful implementation have been identified related including the impact of source structure, which, in turn, motivated the renewed interest in source structure corrections reported in section 4.6.3.  Given the importance assigned, in the WG3 final report, to the 4 ps delay precision target, and the current experimental nature of the “broadband delay” approach, the analytic power of the Monte Carlo simulators was directed at evaluating the relation between performance the delay measurement precisions, so that the impact of fall-back plans could better be evaluated.  In Fig.?, median station position accuracies are plotted against delay measurement precisions of 4, 8, 12, and 16 ps.  Conclusions?

[Fig.?  Median station position accuracies plotted again delay measurement precision]

5.3 Implications for Sensitivity

Competing VLBI2010 requirements for rapid source switching, detection of sources with fluxes as low as about 200 mJ, and moderate overall system cost all constrain the range of possible values for VLBI2010 antenna diameter and data acquisition bit rate.  Since, from section 4.3, it is clear that achieving 1 mm position accuracy will require source-switching intervals significantly shorter than 60 s, it is necessary that both antenna slew time and source detection integration period be short.  Each of these requirements pushes the antenna diameter specification in opposite directions (faster slewing is best done with a small antenna, while shorter integrations is best done with a large antenna) while pushing the data acquisition rate to be as high as is practical.

The current state-of-the-art for sustained acquisition bit rate is in the range of 2 Gbps (e.g. Mk5B+, Japanese equivalent, Finns?) with 4 Gbps systems (e.g. Mk5C, others?) currently being in an advanced state of specification.  Since it is assumed that initial operations for VLBI2010 will not begin until at least 2012, and that commercial disc and network capabilities will continue to advance rapidly, a sustained bit rate of 8 Gbps has been specified for the start of VLBI2010 operations.  It is clear that the risk in this assumption is low since, in a worst-case scenario, 8 Gbps could be accomplished using a pair of 4 Gbps systems.  In the end, the planned bit rate will not likely be a limiting factor for VLBI2010, although the related media and shipping issues will almost certainly have an impact on practical 24 hour a day / 7 day a week operations, at least at the outset.  Fortunately, bit density has a long history of advancing with time, so limitations can be expected to ease in the future.

The initial concept for a 12 m VLBI2010 antenna began with proposals for the NASA Deep Space Network (DSN) array and the Square Kilometre Array (SKA) where thousands of inexpensive 12 m antennas are required.  The availability of a really low cost antenna with good efficiency made this option attractive.  Unfortunately, with a 12 m antenna and a bit rate of 8 Gbps, an integration period of x(?) s is required to achieve the needed SNR threshold for a 200 mJ source.  On its own, this is clearly too long for the required VLBI2010 source switching intervals.  However, the possibility exists to implement a burst data acquisition capability in which data is acquired into RAM in real time at 32 Gbps and then written to disk at the slower rate of 8 Gbps while the antenna slews.  The burst capability reduces the required on source time by a factor of 4 to y(?) s, which will work very well for the required source switching rates.  Clearly, a diameter of 12 m is the minimum acceptable.  Larger fast slewing antennas are desirable if affordable.  

5.4 Implications for Slew Rate
From Fig.? in section 4.3, it is possible to associated a switching rate with a particular level of predicted station position accuracy.  Since the ? package results show the best performance in Fig.?, the corresponding line for that package will be used for the rest of the discussion in this section.  

Using the selected value for switching rate, it is then possible to go back to one of the original schedules and calculate a family of drive systems that can achieve that switching rate and hence that level of performance.  In Figs.?? and ??+1, five curves of azimuth (az) and elevation (el) slew rates are drawn, one each for slew accelerations ranging from 1 to 3 deg/s/s in steps of 0.5 deg/s/s.  It is always assumed that he az and el accelerations are identical.  The target level of performance for these curves is 1.5 mm represented by a source switching interval of ? s.  The curves in Fig.?? were calculated assuming a standard az/el drive with 5 to 90 deg elevation range and –270 to +270 azimuth range.  The curves in Fig.??+1 were calculated assuming an over-the-top az/el drive with 5 to 175 deg el range and the same az range as the standard drive.   The dot in the figures represents the performance of the slew characteristics of a Patriot antenna while the square represents the Wettzell antenna specifications.

[Figs. ?? and ??+1.  az/el/acc plots for single antennas – 1.5 mm accuracy]

Similar plots can be generated if it is assumed that there are two identical antennas at each site.  See Figs. ??+2 and ??+3.


[Figs. ??+2 and ??+3  az/el/acc plots for pairs of antennas – 1.5 mm accuracy]

The asymptotes in the curves in Figs ?? to ??+3 represent conditions where the impact of drive speed saturates.  The optimum combination of az /el rates can be found at the knee of each curve.  For the standard az/el drive, the optimum az:el ratio is about 4:1, while for the over-the-top drive, the ratio is closer to 1:1.  Assuming these ratios, it is then possible to plot, in the same figure, curves of acceleration against az rate for a number of different performance levels.  This has been done in Figs ??+4 to Figs??+7.  Figs??+4 and ??+6 are for antennas with standard az/el drives while Figs??+5 and ??+7 are for over-the-top az/el drives.  Figs??+4 and ??+5 assume a single antenna at each site while Figs??+6 and ??+7 assume a pair of identical antennas at each site.  In the plots, performance levels range from 0.75 to 1.75 mm in step of 0.25 mm.

[Figs. ??+4 to ??+7.   az/acc plots for different performance levels]

It is generally true that performance predicted in simulations is better than experienced in the real world.  This depends on the level of realism incorporated in the models used to generate the fake data produced for the Monte Carlo simulators.  For example, in our simulations, errors in the mapping function have been ignored.  It is difficult to assess the cumulative impact of ignored effects since not all effects are necessarily known.  A rough estimate would be that at least a 30% adjustment should be applied to the idealized performances in Fig.??+4 to ??+7.  Figs. ??+4 to ??+7 have been replotted in Figs??+8 to ??+11 respectively with a 30% adjustment applied.

[Figs. ??+8 to ??+11.  same as ??+4 to ??+7 but derated 30%]

5.5 Implications for legacy sites

The majority of this report emphasized aspects of the VLBI2010 system required to achieve 1 mm position accuracy.  At the same time, it is recognized that existing and special purpose IVS stations will continue to play important roles into the VLBI2010 era, e.g.:

· Long careful uninterrupted legacy data records (for some sites, decades long) are important for revealing scientific insights.

· Increasing the number of collocated VLBI sites improves inter-technique comparisons.

· Increasing the number of collocated VLBI sites improves the transfer of VLBI scale to other techniques.

· Increasing the number of VLBI sites improves both the VTRF and ITRF.

· Larger more sensitive antennas (even if slow slewing) greatly strengthen the radio CRF, enabling observations of weaker sources.

In order for legacy stations to contribute to VLBI2010, it is only required that they be made compatible in terms of broadband high date rate performance.

Once VLBI2010 is operational, the core of the observing program will be built around a group of antennas that are capable of nearly continuous operation.  On any given day, 80-90% of these antennas will be operational, with the rest being off-line for scheduled maintenance and repair.  Since legacy antennas have typically not been operated with continuous use in mind, the majority of these daily-use sites will have new antennas and hence meet VLBI2010 specs for 1 mm performance, including those for slew rates.    Some fraction of these antennas will also have access to an affordable high performance eVLBI network.  If so, these antennas can contribute to the IVS rapid EOP products.  

The key to making use of the legacy and special purpose sites is the development of a correlator that can handle a significantly larger number of sites than the daily-use sites.  This will allow several extra antennas to be scheduled on any given day for special TRF and CRF programs.  Many of these antennas will be either from the legacy group or from a group of antennas that have special attributes such as large collecting area.  Examples of special programs might include:

· Using the largest antennas available to monitor fainter sources.

· Using a larger global network to improve the measurement of scale

· Using a regional network for smaller scale studies, e.g. Europe, Asia or the Pacific.

· Extending the VTRF to more stations

The added antennas will not typically observe as a separate sub-net, but will observe in concert with the daily-use antennas so that their products will be well integrated into that framework.  In this way, each day’s observations coherently enhance the ICRF, ITRF and EOP.  The only difference is that certain days will emphasize some aspects more than others. 

6 Risks 
· BBD doesn’t work

· Source structure

· Polarization

· Uncalibrated instabilities

· Fall back plan

· Only relative phases

· Modified two channel group delay system

· Combination

· Test larger random errors with Monte Carlo simulators

· Data acquisition rate can’t be reached

· Fall back

· Only use strongest sources

· Don’t observe 24/7

· Data volume is too large to be shipped 

· E-vlbi can’t be achieved in a practical way

· Correlator doesn’t get started soon enough

· Slew rates can’t be reached

· Initial cost

· Robustness and maintenance

· Fall back

· Two antennas at a site

· Source structure corrections

· Cost of systems is too high

· Large networks cannot be built (afforded?)

· 1 mm can’t be reached

· How much degradation can be tolerated

· Over what time period

· Analysis development needs to keep pace with the VLBI2010 development.

· Who will do the work

· Can we expect any kind of classic project structure

· Is there any overall control of resources, personnel, specs, timelines

· Continuity of observations cannot be maintained

7 Conclusions
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Appendix A.  Antenna Specification

Appendix B.  List of Sub-systems that need to be specified

· site criteria

· foundation and geological stability (bedrock?)

· favorable troposphere

· local stability network

· Antenna

· efficiency

· optics

· surface accuracy

· blockage

· slew rates and accelerations

· cable wrap

· deformation

· thermal

· gravitational

· connection to the reference point

· MTBF / life-time

· Feed

· Lindgren

· Kildal

· ATA

· Site ties

· Front end

· Tsys

· Calibration (pcal, cable cal, amplitude cal)

· LNA (T?)

· Cryogenics

· Polarization

· Signal transmission to the control room (fiber?)

· Up-down converter

· Back end

· Samplers

· Channelization

· Truncation

· Data quality analysis (PCAL, cable cal, autocorrelation)

· Radiometry

· Model corrections ?

· RFI handling

· Data transmission to the correlator

· Disc recording

· Media requirements

· EVLBI

· Bandwidth requirements

· Correlator

· Requirements

· Architecture

· Special purpose monolithic

· Software

· Hybrid

· Monolithic vs distributed

· Post processing

· Broadband delay handling

· Calibrations

· Source structure corrections

· Polarization handling

· Data handling

· WG4

· Analysis

· New strategies, e.g. correlation of observables, spherical harmonics, etc.

· Modernization

· Scheduling

· Optimization

· Observing Strategies

· Operations

· Maintenance schedule

· Spare parts

· Automation

· Site operations

· Scheduling

· Analysis

· Transition plan

-----------------------------------------------------------------------------------------------------------

4 Studies and proof-of-concept efforts (2006-2008)

5 Detailed specifications, prototyping efforts, and shake-down tests and observations (2008-2010)

6 Initial establishment of VLBI2010 sites, development of operational systems, and further shake-down tests and observations (2010-2012)

7 Deployment of operational systems and transition to full operations (2012 – 2015)

Achieving 1 mm position accuracy on global scales is unprecedented.  It is expected to be difficult to achieve.  Since the largest error sources currently limiting VLBI performance are the atmosphere, instrumentation and source structure, the vast majority of effort has been directed at understanding and reducing them.  Achieving 1 mm accuracy will, however, require detailed accounting for a whole host of other smaller effects, some of which can be anticipated (e.g. antenna deformations), but many of which will only become apparent after the more precise system becomes operational. 
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