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NRAO-DIFX

« A suite of software aiming to replace the VLBA
HW correlator

« Consists of several components

- mpifxcorr (the core of DIFX, by Adam Deller)

- getjobs, job2difx, vlog (scripts to form DiFX jobs)
- calcif, calcserver (to compute the delay model)
- difx2fits (to form FITS-IDI archive files)

— Difx Operator Interface (see M. Guerra's talk)
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NRAO-DIFX (2)
What's new since last time?
Mark5B support
- Sadly not Mark5B+ due to subtle issue
Simple pulsar gating
Spacecraft delay models

Accounting of playback gaps and data replacement
headers in weights

Time-domain decimation for oversampled data
Implemented multicast XML messages for status
Progress towards user interface

Partial module playback
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NRAO-DIFX (3)
Missing features *
Vex support

Pulse cal extraction

Multiple sub-arrays

Mark5C support

Fancy pulsar gating, multiple pulse phase bins
Multiple phase centers

All of these (and more!) are in the official long term plans
for DIFX. Much of this development is awaitng arrival of
Adam Deller in Socorro.

* Some of these features are suppored by the core of DiFX



Multicast XML system

e Based on EVLA monitor & control system

« Monitor and control signals are all multicast
XML documents

- Any software on the network can spy on the
processing

« XML Document types (to become memo soon)

— Correlation status: time, weights (to be added)
- MKk5 status: play position, scan name, rate, VSNs,...
- CPU and memory usage on cluster members

- Commands: start/stop correlation, get VSNs, ...
- Error and informational messages to operator



NRAO DIFX Cluster

1 head node

- 2 quad-core 2.5 GHz Intel XEON w/ 12 MB cache
- 4 GB RAM

10 processing nodes (2 per 1U box)

- 2 quad-core 2.5 GHz Intel XEON w/ 12 MB cache
- 2 GB RAM
- 2x 1gbit NIC (one used)

Up to 21 Mark5 units

Allied Telesyn 48 port 1gbit switch
Total cost: ~$30,000



Benchmarking is complicated!

« Operation count per recorded sample depends
on many parameters:

Ototal = 10 + Noverlap ) (5 10g2 NFFT + Npass )

12 —+ 5Nant ) Npol)

2Noversamp

« Computational realities are important

- Network efficiency
- CPU cache size
- Memory 1/O



Benchmarking results

« Standard VLBA expt: —

- 10 stations
- 256 Mbps §
- 2 bit sampling :
- 4 |F pairs, full pol. ” 04-
» Configuration B
- 10 processing nodes L Nemberotcames
e 8 CPU cores each Note: Drop above 256 channels is
. 8 threads each g)r(%gitgltégiue to CPU cache being

- 2 MB MKk5 transfers



Dependence on configuration

e Performance is not
linear in CPU cores

- Linear up to a point

« At 128 channels peak
performance at 7 0 S O S S

\

Speed- up factor

threads (out of 8 cores) =
- 400 Mbps! j
. At 512 channels peak £ ...

performance is at 4

cores per node 1 1111 171 1.

Speed-up per thread

- 240 Mbps



Dependence on Nantenna

« 512-8-2 256, chans per IF, no Xpol

-9 ant @ 469 Mbps = 4221 ant*Mbps
- 10 ant @ 420 Mbps = 4200 ant*Mbps
- 11 ant @ 377 Mbps = 4147 ant*Mbps

« Still dominated by antenna-based calculations
for parallel hand only correlation

- Probably true for full Stokes as well, despite
additional baseline-based calculations
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NRAO-DIFX Priorities

Finalize NRAO-DIFX version 1.1

- Mostly documentation remains
Lots of benchmarking and testing

Fix Amplitudes
Operator interface

Mark5C
Vex control

IF YOU DONTTURN IN
AT LEAST ONE HOMEWORI
ASSIGNMENT, YOU LL
FAIL THIS (LASS.  YEAH. BUTIF I CAN FAIL
THIS CLASS, THE GRADES
\ ON MY REFORT CARD WILL
BE INALPHARETICAL ORDER!
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xkcd on priorities



