To: 
IVS WG4

From:
John Gipson

Date:
September 17, 2008 
Re:
Some thoughts on data storing and archiving
This memo summarizes some of my thoughts on VLBI data. 
 To motivate this, I begin by considering the VLBI delay observable. Similar considerations apply to the rate observable. In a very schematic sense, I assume that the delay is given by:
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 is the naïve delay: the baseline vector projected onto the source direction.  The second term on the Right Hand Side (RHS) is the sum of various “calibrations” we apply to the delay. I mean “calibrations” in a very general sense: any addition or subtraction we make to the delay. The third term contains the various quantities we are trying to estimate. Some of these are parameters of interest, e.g., station position, while others are nuisance parameters, e.g., clocks and atmospheres.  The last term is the noise. 
Primary Observation Dependent Data
There are a few key points to make. Please excuse me if I state the obvious.
1. Everything directly related to the observation is fundamental. That is, there is no alternative source for this information. This includes things like:

a. Delay & Rate

b. Sigma of delay and rate

c. Correlator quality code

d. Epoch

e. Stations

f. Source

g. Frequencies 

h. Duration

i. Observed SNR

j. Etc.

2. These fundamental quantities do not change.   The only exception to this is if the data is re-fringed. 

3. Without the observables and data related to them, you can do nothing. 

The above suggests that these quantities be treated specially.  I am sure that other disciplines have similar considerations, so there is probably some name for these sorts of things, but I don’t know what it is.  Therefore I will refer to these as the Primary Observational Data or POD for short.   I would include cable cal and phase cal in this category, since they are measured at the site, and there is no alternative source. 
Ambiguity Resolution and Editing Criteria.

There are two items which complicate the picture.

1.  Ambiguity resolution. Because of the way it is measured, the VLBI delay is known only modulo the ambiguity spacing.  Selecting the correct number of ambiguities is one of the first things the analyst does.  Because the ionosphere correction is a function of the delay at different frequencies, ambiguity resolution also affects the ionosphere calibration.
2. Editing criteria. Some of the measured VLBI data is discarded.  There are a variety of reasons for this. 

a. Sometimes the correlator will flag the data is bad. Other times the data just does not fit. 

b. Sometimes FRINGE picks a sub-ambiguity.

c. Sometimes the data is an  outlier.

Both of these—ambiguity resolution and editing criteria—affect the data processing and the solution.  
Calibrations and Partials 
Table 1 below lists some of the calibrations we apply, and what the calibrations depend on.  Some of these are fairly routine, and applied in almost every session. For example, ionosphere, cable cal, ocean loading, etc, are applied in almost every session.  Others are more experimental, and are used only occasionally. Examples include using WVR data for the atmosphere, or source corrections.  Some of the calibrations come in more than one variety. For example, pressure loading corrections can be applied based on the local site pressure, or you can use the results of an externally calculated global convolution.  This table is not meant to be exhaustive, but to give a flavor of the important calibrations. 

	Table 1. Common Calibrations used in VLBI

	Ionospheric correction
	A.) Based on X and S-band delays.

B.) In principle, could use from external source, e.g., GPS. 

	Phase cal
	Measured and extracted from log files.

	Cable cal
	Measured and extracted from log files.

	Pressure loading
	A.) Empirical pressure loading coefficients and local pressure

B.) Calculated externally. At least two models.

	Axis offset
	Antenna geometry, observing geometry

	General relativity corrections
	Ephemeris data

	Thermal deformation
	A.) Antenna models & temperature measurement.

B.) Actual readings based  on invar rods.

	A priori dry delay
	A.) Based on met data and mapping function.

B.) More recently based on numerical  weather models

	A priori wet delay
	A.) WVRs

B.) Numerical  weather models (possible)

	Ocean loading
	Based on geophysical models

	Earth tide
	Based on geophysical models

	Polarization correction.
	Modeled (based on measurements or estimates)

	Source correction
	Source maps, geometry, epoch.


Table 2 lists some of the partials, and what they depend on.   Again, this list is not meant to be exhaustive, but to give a flavor.  Note that some of the partials have several different varieties. For example, to estimate the zenith delay, you need a mapping function.  Some of the mapping functions use time of year, some use local met data, and some are externally derived. 
	Table 2. Common Partial Derivatives

	Station position & Velocity
	Station geometry, epoch 

	Source position
	Geometry, epoch

	EOP
	Station geometry, epoch

	Earth tide lag angle
	Station geometry

	General relativity gamma
	Ephemeris, geometry

	Axis offset
	Antenna geometry, angles

	Zenith delay 
	A.) Epoch (NMF)

B.) Local met data

C.) Numerical weather models (VMF)

	Gradients
	A.) Epoch (NMF)

B.) Local met data

C.) Numerical weather models (VMF)


Some comments about calibrations and partials:
1. Calibrations and partials are very similar.  The fundamental difference mathematically is that we know the coefficients [image: image5.png]


 for the calibrations, while we need to determine the [image: image7.png]


.

2. Sometimes the same quantity can be a calibration or a partial, depending on the nature of the solution. 

3. Some are derivable directly from the POD.  For example, station position partials depend only on the angle of observation. 
4. Some are based on geophysical models which are likely to improve in the future. For example:
a. Ocean loading

b. Pressure loading

c. Atmospheric calibration
5. Some calibrations depend on auxiliary data.  
a. Local met data is used in many of the mapping functions.  If the values of the local met data change, the partials will change. 
b. Local temperature data is also used for thermal deformation.
6. Many of the calibrations and partials have alternate sources.  The “correct” version of these is still a matter of research.
a. Different mapping functions

b. Different ocean loading 

c. Different HF-EOP models

7. The kinds of calibrations/partials we will use in the future will increase. 

Auxiliary Data
The above discussion dealt directly with quantities that are used directly in the analysis, or have the potential to be.  There are other quantities where things are not as clear cut.   Some of this may be important to some groups, but not to others.

1. With the exception of pressure loading, local met data is used only indirectly to calculate the mapping functions. 

2. For archival purposes, it is useful to keep things like: schedule file, analysis reports, emails, etc.

VLBI as a Puzzle
I think a useful analogy is to think of VLBI as a puzzle. We have the measured delay which we assume is composed of a number of pieces. Our job is to try to make the pieces fit as close as possible to the measurement. This is displayed in the figure below. 
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The puzzle pieces on the RHS include: 

1. A priori delay

2. Editing

3. Ambiguity resolution

4. Calibrations
5. Partials

6. Noise

The “knobs” on the puzzles are fixed (that is, we know how the different calibrations/partials fit together), but the size may vary.  There may be different versions of the puzzle piece.  For example, there are different ocean loading models, and different mapping functions.  In the above example, I assumed that the editing and calibration was done by GSFC, but the partials are done in Vienna. Lastly, there may even be additional puzzle pieces that we aren’t using, e.g., source corrections, or don’t know about.  

Still working within the above analogy, we would like to be able to:

1. Use a different version of a particular piece. For example we may want to use someone else’s editing or ambiguity resolution.

2. Use additional puzzle pieces not specified above.

3. Compare how different groups put the puzzle together, e.g., compare the results from an Occam solution to a Quasar solution, etc.  To do this accurately we should be able to compare the individual pieces as well as the complete puzzle. 

Proposed Hierarchy and Rough Data Structure
Motivated by the discussions of the previous sections, I propose the following.  
Session Data

For each VLBI session, the following data is available:

1. Raw correlator output. 

a. This will change very rarely.

2. Primary Observational Data.  

a. The delay and rates are derived from the correlator output.

b. In general, there will only be one version of this unless the data is refringed.

c. It may be useful to split the POD into two parts: one of interest only to specialists, and one of more general interest. 

3. Ambiguity resolution.  
a. There may several versions of this depending on what group does it and when it is done. 
4. Editing criteria.  
a. There may be several versions of this, again depending on the group and when it was done. 
5. Calibrations.  
a. There are several types of calibration: cable cal, relativity correction, pressure loading.

b. A given calibration may have several varieties:  For example, different ocean loading models.

6. Partials

a. There are several types of partials. 

b. The same type of partial may come in different varieties. For example, there are different atmosphere mapping functions. 

7. Other useful observation varying data. 
a. For example, antenna pointing angles can be derived from the POD since they depend on stations, source and epoch.

8. Auxiliary data. This is data that is important to keep around for various reasons. This includes schedule files, met data, etc. 
For items 2-7 I propose that all this data be available on an observation by observation basis.  This is not to say that the data needs to be stored in this way—only that it be possible to find out what the value is for a given observation.  For example, many of the calibrations are station and epoch based. For these you need only store the data once per scan. 

I don’t currently have a recommendation for the auxiliary data. 

Storing and Keeping track of Data

Conceptually, I think it is easiest to think of each of the above as a file associated with the session. Of course all of the “files” could be combined into one—this is essentially what is done with the current database system.  However I think it makes sense to think of them separately, and perhaps keep them separately physically.
At a minimum, each of the files is labeled by:
1. What kind of file.
a. For calibrations and partials that come in several varieties, this would include the variety.
2. Which institution is responsible for generating them. 
3. Some way to keep track of the version. This could be the date, or something else.

In doing a VLBI solution, the user should be able to use files of the same type interchangeably. For example, the user may want to see what happens if she uses some other institutions’ editing criteria, or a different ocean loading model. They should be able to do this by just downloading the appropriate file.  This implies that files of the same type have the same format. 

Session Web Pages as a Model
The way I envision this working is similar to the way the session web pages currently work.  The session web pages are automatically updated at various stages of the processing. When the schedule is posted to IVS, a link appears on the session web page.  When the stations post their logs to IVS, the station log links are populated.  When the data is analyzed, the preliminary solution is posted.

I propose that the session web pages be enlarged to include additional data.   In addition to what currently happens:
1. The correlator would post the raw correlator output to be archived.

2. The correlator would post the POD.

3. The group with responsibility for this would download the POD and analyze it.  They would post the results of their analysis including:

a. Ambiguity resolution

b. Editing

c. Calibrations

d. Partials

4. Other groups would download this data.  If they use different calibrations/partials, they would be encouraged to submit them to the IVS.  

5. Some institution may take primary responsibility for providing a particular kind of calibration/partial. For example, Goddard makes available pressure loading calibrations. These would be automatically submitted to the IVS as the data is made available.  Since this data depends only on the station and epoch, this could be submitted prior to the experiment running. 

6.  Once a file is posted to the IVS it is permanent. 

a. This would provide a permanent record.

b. As model change, the calibrations could be re-calculated and re-posted.
c. This would allow easy comparison of “what has changed”.

All of this data would also be available by direct FTP as well.

Advantages (& Disadvantages) of this Proposal

I believe this proposal has the following advantages:
1. It breaks the data into natural pieces.  

a. Users can download only the data they are interested in.

b. If a user is not interested in some kind of data, they don’t need to get it.

2. Nothing is erased.  You can see what data was available at different times.

3. As the techniques improve, you can change the calibrations and/or partials accordingly.  All this requires is to recomputed them and post them.  

a. Under the current scheme if the models change, the database needs to be recalced, which results in a new database version. The last time this was done it was a major undertaken for GSFC.
b. Under the proposed scheme, no data would change. Instead, new data would be added. GSFC (or another  institution) would just calculate and post new files. 

4. It is easy to add new kinds of calibrations or partials. 
5. This gives a mechanism for easily comparing the solutions between different groups. 

a. As long as each group makes available their editing criteria, calibrations and possible, it is easy to compare intermediate results.

6. It makes computing different varieties of partials easy. For example, the IVS has recently recommended that we switch from using (/( to X-Y nutation.  Under the proposed scheme this can be done by just using a different partial file. 

In all of the above discussion I have assumed that the partials are available. There is no requirement that groups actually used the partials in the form given—it may be faster to calculate these on the fly then to read these in.  However, I think it is important for debugging and comparison to have the partials available. 
The primary disadvantage I see to this proposal is the possible growth in the number of files. On the one hand, this is not necessary.  All of the data could be stored in one file. On the other hand, I think there are certainly conceptual advantages to splitting the problem up as I have, and I think there may be other advantages as well. 

1. If all data is stored in a single file, when new calibrations/partials are added, this would need to be merged in to this file.

2. Having separate files would simplify backup, archiving and mirroring.

3. Having separate files would also make download of the files easier.  You would only need to download what you want. 

Conclusions
I have proposed a new scheme to store/archive and distribute IVS data associated with a session.  I have outlined how this would work and what I think are the advantages.

I am sure that I have ignored parts of the problem. I welcome and solicit comments. 
