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Introduction

• Brief outline of an experiment’s life cycle
• What you can do for us
• Correlator report discussion
• What we can do for you (and how!)
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Bonn

Washington
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Haystack

Station Unit: reconstitues “tracks” as channels,  applies delay, sends data to correlator …
Used with Mark 5A playback unit
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Mark 5B DOM playback unit and Correlator Interface Board (CIB – just below)
Mark 5B Data Output Module (DOM) generates channels/applies model

CIB sends data to correlator …

Correlator operator interface:
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Overview of the life cycle for an 
experiment  at the correlator

• Gather logs and schedules
• Inspect incoming media - put into library
• Compile logs and schedule in correlator 

format
• pick scans to find fringes 
• select and run “pre-pass” scans

Overview continued …

• Construct processing/fourfit control files
• Schedule/production process/cleanup
• Analyze results/evaluate stations
• Export
• Release disks
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What you can do for us

• Ship the disks fast!!
• Provide good documentation
• Avoid/fix severe problems *before* session
• Note special considerations for correlator

More details on shipping

• Ship right away
• Use TRACK
• Declare customs properly
• Use a good Courier
• Provide email notification



Mike Titus 4/27/2009

TOW 2003 Correlator Class 7

Please mark your module if it is > SDK 6   
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More details on documentation

• Put it in OPS messages - they are read first!
• Media physical integrity
• Playback quality
• Clock/Maser
• Other regarding data quality, like

– phase cal (LO OK?)/cable cal (don’t change)
– any system performance issue

• Other issues
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More details on severe problems
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Possibly recoverable problems

• 1-2 Mark5 disk failures (in 8 pack)
• Bad playback (e.g. cable crosstalk at Gb/sec 

data rate)
• Errors which require special software 

patches

Unrecoverable severe problems

• Multiple (>2 of 8) Mark5 disk failures
• no fringes - for unknown reasons
• antenna/system performance/sensitivity
• unpatchable formatting problems
• wrong polarization
• formatter +- 30 milliseconds from int. sec.
• etc etc etc … (too many to list!)
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Special considerations

• Clock offset limitations
• Machine readable logs
• Barrel rolling/fan out effects

What we can do for you

• Provide feedback after checkout
– IF/freq./pol./clock/LO/pcal performance
– antenna/system/setup/formatter performance
– RFI/recording problems
– any/many other issues!

• Covered in part 2 …
• Provide correlator reports upon completion.

– Contains summary/evaluation
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Annotated Correlator Report

For discussion

A sample annotated correlator report
MAT/BEC/KAK/AB/DH 032709

Below is a sample correlator report with comments in bold italics explaining each section:
******************************************************************

WACO Correlator Report for R4368  (exp# 4368)
Obs: 05 Mar. to 06 Mar. 2009 doy 064/065
Correlated:  16 Mar. 2009 to 17 Mar. 2009
Exported: done                                     

This introductory section identifies the correlator, the experiment and the dates of observation and 
correlation.
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Qcode % of Total   % of Correlated
scans              scans

5-9           54%                94%
0                1%               1%
B-H            3%               5%
Removed   43%   (Ft, Ny)

This is an overall fringe quality code summary.  This section gives you a sense of how much 
usable data was extracted from the observation.  The first column is fringe quality codes; these 
will be covered later in this document.  Suffice to say here that the Qcode 5-9 row represents data 
which will be accepted in the final results.  Qcode 0 represents non-detections. B-H represents 
various problems which mean the data will not be accepted even though fringes were detected. 
‘Removed’ means scans which were removed before correlation due to problems reported by the 
station during record time.

Station notes:

BADARY   (Bd/B):      Phase offsets applied with respect to WETTZELL
Spurious signals at BADARY.       
X1 (BBC01, 8212.99) -19dBc
X2 (BBC02, 8252.99) -19 dBc
X3 (BBC03, 8352.99) -18 dBc
… etc

ZELENCHK (Zc/Z):   Station reports BBC06 was removed from VLBA4 rack for
repair BBC11 no signal.  Scans 064-2146 and 065-1826 failed 
due to antenna problems.
Channels X6 (BBC06, 8852.99) and S3 (BBC11, 2257.99) removed
from fringe fitting. Spurious signals at ZELENCHK:
. . .  etc ..

The section above contains specific comments related to the performance of each station participating in 
the experiment.  You should read carefully any comments for your station and ask the correlator if there 
is anything you do not understand in those comments.  More importantly, you should fix any problems 
identified in the report if that is possible!
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Clocks: WACO
Station          fmout-gps Used      rate 

[usec]       [usec]   [sec/sec]
Bd -1.87        -1.10         0.0       
Kk -0.34         0.08        -0.4e-12                    
Ma               -26.62      -25.37       -0.6e-12                   
Tc 0.85         1.03         0.0       
Wz -13.26       -13.01        0.0    
Zc -0.76        -0.43         0.0     

Date: 2009/03/05

These are the clock offsets used for each station.  The second column is the value reported in the 
station logs, the third is the value actually used at the correlator and the fourth is any clock drift rate 
applied.  There are fixed offsets applied at the correlator to correct for different instrumental offsets 
at different stations.

Qcodes 0  1  2  3  4  5  6   7   8      9     A  B  C  D  E  F   G  H N    - Tot
-----------------------------------------------------------------------------
BI:X  12 0  0  0  0  0  0    2   24   124   0   0   0   0  0  0    3  0  0    0  165
BI:S    3  0  0  0  0  0  0    3   53     92   0   0   0  0  0 0   14  0  0    0  165
BZ:X  2  0  0  0  0  0  0  14   88     39   0   0   0  0  0  0 3  0  0    1  147
BZ:S   0  0  0  0  0  0  0   0     0   145    0   0  0  0  0  0      1  0  0    1  147
VK:X  0  0  0  0  0  0  2   0   14    66    0   0   0  0  0  0 0  0  0    0   82
VK:S  0  0  0  0  0  0  0   0     0     82    0   0   0  0  0 0      0  0  0    0   82

-----------------------------------------------------------------------------
Totals 38  0  0  0  0  0  4 43 407 2313    0   0   0  0  2  0  133  0  0 2188 5128

This is a table of fringe quality codes on a baseline basis (using the single letter station codes), 
with totals at the bottom.  This table can give you more information about how your station is 
performing.  See below for an explanation of the codes:
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Legend:
QC = 0    Fringes not detected.

= 1-9  Fringes detected, no error condition. Higher number = better quality.
= B    Interpolation error in fourfit.
= D    No data in one or more frequency channels.
= E    Maximum fringe amplitude at edge of SBD, MBD, or rate window.
= F    "Fork" problem in processing.   
= G    Fringe amp in a channel is <.5 times mean amp (only if SNR>20).
= H    Low Phase-cal amplitude in one or more channels.
= N    No valid correlator data.

Tot          Total number of scans in schedule.
Minus     Scans in original schedule file for which correlation was not

attempted, usually because of known station problems.

More explanation of each code would be interesting, but would make this paragraph very 
long …

Processed in one pass

If there are more stations participating in the experiment than the correlator has 
playback units on which to put them, the experiment has to be processed in more than 
one pass in order to correlate all the data.  This is documented here.

MEAN RATIOS = Observed SNR / Predicted SNR  for exp no. 4368

...by baseline, over all sources:

bl X     n          S     n

BK    0.52  127     1.09  128
BI     0.36  153     0.76  162
BO   0.00    0     0.00    0
BV   0.59  176     1.16  177
BZ   0.48  144     1.02  146

etc …

This is a table of the actually measured vs. predicted (by sked) signal to noise ratios (snr) over the 
course of the whole experiment, by baseline.  This table shows whether your station is as sensitive as 
it is predicted to be by sked.  Ratios below 1 indicate the station is not as sensitive as expected, or 
better than expected if above 1.  

bl = baseline
X = X band snr ratio
n = number of scans included in calculation
S = S band snr ratio
n = number of scans included in calculation
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CF File
***
* 4fit control file for R4368
*

max_parity 0.02 
sb_win -1.0 1.0 mb_win -1.0 1.0 dr_win -3.0e-5 3.0e-5
start -3 stop -1

*
if f_group X

ref_freq 8212.99
pc_freqs ghijklmn 0010  0010 0010 0010 0010 0010 0010 0010

etc …

This is the fourfit control file used at the correlator, which is the place where many parameters are set 
and adjusted (one example, this is where any station specific channel deletions would be made) before 
fringe fitting the correlated data.  This file is mostly of interest to those who use fourfit (like, people who 
might re-fringe fit the data later in the analysis process), so it will not be explained here.  Most likely all 
of what is documented here is explained in the section where specific station issues are summarized, if 
there is an issue of concern to the station.  If you are curious to know more about this file, please ask a 
fourfit guru.

Dave:  David Hall  dmh@usno.navy.mil

This is the person (or persons) who wrote the report above.  It is probably best to direct any 
questions related to the report to the person listed here.

As of May 2009, the correlator analysts are as follows:

Bonn:

Alessandra: Alessandra Bertarini abertari@mpifr-bonn.mpg.de
Arno:          Arno Mueskins amueskin@mpifr-bonn.mpg.de

Haystack:

Mike:         Mike Titus            mike@haystack.mit.edu
Brian:        Brian Corey           bec@haystack.mit.edu

Washington:

Dave:        David Hall            dmh@usno.navy.mil
Kerry:       Kerry Kingham kingham.kerry@usno.navy.mil
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End of part 1

Now comes the good part …

Supplemental Slides 

If needed, for discussion
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Hardware and software structure

...of current Mark IV correlator



Mike Titus 4/27/2009

TOW 2003 Correlator Class 19



 

Notes for 2009 IVS TOW Meeting Correlator Operations Class 
MAT/AB/KAK/DH/AM/BEC/DRS/RJC 041009 

 
 

Part 1 – Introduction 
 
In this lecture, we hope to accomplish the following: 
 

• Briefly outline the life cycle of an experiment at the correlator. 
• List some of the most important things a station can do to make our job easier. 
• Discuss correlator reports and the feedback loop between the stations and correlator. 
• Show some of the tools we use, and how we might use them to help you. 

 
We hope too that along the way, you feel free to ask questions and make suggestions. 
 
 

Part 2 – Overview of the Life Cycle for an experiment at the correlator 
 
To give you some idea of what happens to your data when it leaves the station, here is a summary of the basic steps we 
go through when processing an experiment: 
 

• gathering of logs and schedules upon recording completion 
• disks come in - inspected physically and put into library 
• compile logs and schedule in format correlator likes 
• based on info in the logs and ops messages, pick scan(s)to find fringes and tweak clocks 
• also based on info in logs (after clock tweaks), select a small sample of scans interspersed throughout the 

schedule to check clock stability, playback quality, etc ... throughout experiment.  These scans are called “pre-
passes”.  based on pre-pass results, make any appropriate corrections to production processing parameters.  

• construct fourfit control files and production processing lists based on results from pre-passes  
• schedule/production process 
• analyze results of production processing – re-fourfit and/or re-process any scans which need it 
• evaluate station performance 
• export data to analysis center 
• possible re-processing on request from analysis center 
• release disks 

 
 
 
 

Part 3 – What the stations can do for the correlator 
 

Ship the disks fast!!  
 
Some notes on facilitating the shipping process: 



• We look at the experiment as soon as all stations arrive, so ship them right away. 
• Feedback on TRACK usage: all the stations should use TRACK regularly.  The usage of TRACK is important 

for correlators, especially since the responsibility for disk shipment has been given to correlators/stations. 
• Customs declarations: some stations do not add to the shipment a declaration for the customs or the value 

declared for customs is too high. Both cause delays in delivery. 
• Couriers: some are faster and more reliable than others. 
• Correlators require e-mail addresses of station personnel who can be contacted. In case of stations where shifts 

are made we require an e-mail address for each shift. 

Provide good documentation!    
 

• Note that at the correlator, ops messages are read first.  The logs are delved into only if problems 
encountered (other than comments).  Document the routine stuff well, and document anything that could be 
considered out of the ordinary.  Here are a few categories of things you should be sure to document well: 

I) physical disk 
 

• Make sure Mark5 modules are labeled and shipped in accordance with the “Mark5A Disk-Module 
Labeling and Management Procedures” memo which is available on the Haystack Mark5 web site 
at http://web.haystack.edu/mark5/operations.html. 

• Note any physical damage upon arrival, and be sure to package disks properly for shipping. 
• Be sure to label the module if it is recorded using a Conduant SDK version greater than 6. 

 

II) ops messages 
 

• Log everything carefully and put into ops messages (see above).  Check all BBCs periodically.  Note 
periods of poor antenna tracking etc … Here are some further notes on OPS messages: 

 

a) information we focus on in the OPS messages: 
 

• Session comments in the stop message (especially scans missed/problem scans (please give times 
not line numbers)/unusual conditions/equipment problems/start-stop times of problems/other 
comments) 

• Weather Info 

• Clock Info (offset from GPS/drift rates - whatever appropriate) 

• Pointing/SEFD Info 

 

b) information we focus on in TRACK and follow up OPS messages: 
 

• Log Placement Info 

• Disk Shipping/Inventory info (including labels & AWB number if known) 

 
 



III) playback quality 
 
 

• Be sure to erase the disk and check and correct (if necessary) the disk’s VSN before recording. 
• Note if a disk or disks went bad during the course of recording.  Note any unusual behaviors of the 

Mark5 system, or any other anomalies (like apparently slow disks in a pack).  

IV) clock/maser (timing) 
 

• Give offset in standard format - note any possible ambiguities.  Check that formatter is synced to 
correct whole second. 

• Log all jumps and/or equipment changes which might cause them. 
• State any rates/instabilities as clearly as possible. 

 

V) phase cal 
 

• Log any known problems with anything in the LO chain which might affect phase cal behavior or 
problems with the phase cal itself.  Be sure to note replacing or re-setting of any BBC. 

 

VI) other data quality issues 
 

• Don’t check the cable cal during an experiment, and don’t remove the extender during the experiment 
if it has been left in by mistake.  If either of these things do happen though, please note them. 

• Check locally & inform correlator about any unusual problems you are aware of.  Don’t hesitate to 
ask the correlator for feedback!! 

 

Avoid Severe Problems 
 
There are a host of situations where problem data might be recoverable by efforts which go beyond the normal level of 
demand for corrective action (i.e. ones which if done would greatly degrade correlator efficiency or require 
extraordinary efforts or intervention). Under these circumstances a value judgement is made (usually by Goddard 
people) as to whether or not the unusual efforts and their cost is worth the effort to recover the data.  A few examples of 
this might be:  

• 1-2 Mark5 disk failures in an 8 pack after the data has been successfully recorded. 
• Degraded Mark 5 recording at Gb/sec data rates due to cable interference. 
• formatter/decoder/rack errors which require special software patches to correct 

 
 
Finally, there are a host of problems that cannot by any method be salvaged by tricks at the correlator.  A short list of 
the most common ones might include:  

• Multiple disk failures in a Mark5 module (more than two in an 8 pack) after the data has been successfully 
recorded 

• no fringes (for reasons unknown to anyone - all likely problems tested) rare nowadays for geodetic stations 
• any antenna/system problem at record time which degrades system sensitivity 
• really bad playback problems (like cable interference problems at Gb/sec data rates). 
• unpatchable data formatting problems (i.e. stuck bits,  wrong times in nasty places, missing CRCC) 
• wrong polarization 
• formatter +-30 milliseconds away from integer second (see special Mark IV considerations below) 
• offsets larger than 8 seconds 



• wrong schedule observed (it happens!) 
• ??   too many more to list  

 
The main point behind all this is to make sure however possible that the data you send to the correlator is a good as it 
possibly can be.  

Note Special Considerations for the Mark IV Correlator 
 
There are a few limitations of the Mark IV correlator which need to be kept in mind in order to avoid conditions which 
might result in uncorrelatable data, but which at recording time might seem like minor problems: 
 
• The range of clock offsets we can correct for is limited (see other comments above).  This is very important, as 

falling outside of this range may result in our inability to correlate.  It is safest to make sure your clock is close to 
GPS and you report it accurately (especially correct sign). 

• Logs are more important to us.  The Mark IV correlator uses log information extensively and making “fake” logs 
in absence of a real log is much less desirable and more difficult.  Please be extra careful that you write proper logs 
and send them promptly. 

• The use of barrel rolling and fan out modes makes it a bit more difficult for us to diagnose problems.  If you know 
about a problem and are going to run an experiment before being able to fix it, please describe it well in the closing 
OPS message. 

 
 
 
 

Part 4 – What the correlator can do for the stations 
 
Fringe fitting after the production correlation reveals most of the problems that arise at the stations. Control file 
preparation detects some problems too and the fringe fitting of the trial correlation detects the rest. Checking lights on 
the operator interface, SUs and DOMs while correlation is in progress can also reveal problems quickly. 
 
Stations should always read the correlator reports and are invited to ask if something is not clear. In the reports there 
is a short summary of the problems encountered during the correlation and the fringe fitting like: RFI, bad and/or 
missing data, IF problems, wrong frequency setup, wrong polarization, antenna failure, system problem that can 
degrade the sensitivity, SEFD, warm receivers, wrong formatter setting, difference between the expected and the 
observed SNR, data formatting problems, clock performance. 
 
 
 

Part 5 – Conclusion 
 
You might realize, given all this, that the correlator is something like a oracle when it comes to assessing station data 
(i.e. in many respects the quality of the data reveals itself immediately upon the first sync-up and first examination of 
fourfit plots).  Most problems are revealed by examining fourfit plots from resultant correlations; but many others are 
discovered/diagnosed also by observing the pre-passes in action (i.e. observing sync-up times, observing lights on the 
operator interface/SUs and DOMs etc ...).  Usually after a few scans the quality of station data is fairly well known.  
Thus, please report your problems, as they cannot hide from the correlator! 

 
We hope that the lecture gives you a better idea of what is done with your data once it leaves the site.  We also hope 
that we have given you good feedback on how you can help us, and that we have received feedback on how we can 
help you. 



A sample annotated correlator report 
MAT/BEC/KAK/AB/DH 041009 

 
Below is a sample correlator report with comments in bold italics 
explaining each section: 
 
****************************************************************** 
 
WACO Correlator Report for R4368  (exp# 4368) 
Obs: 05 Mar. to 06 Mar. 2009 doy  064/065 
Correlated:  16 Mar. 2009 to 17 Mar. 2009 
Exported: done                                      
 
This introductory section identifies the correlator, the experiment and the 
dates of observation and correlation. 
 
Qcode   % of Total   % of Correlated 
          scans          scans 
 
 5-9       54%           94% 
  0         1%            1% 
 B-H        3%            5% 
Removed    43% (Ft, Ny) 
 
This is an overall fringe quality code summary.  This section gives you a sense 
of how much usable data was extracted from the observation.  The first column is 
fringe quality codes; these will be covered later in this document.  Suffice to 
say here that the Qcode 5-9 row represents data which will be accepted in the 
final results.  Qcode 0 represents non-detections. B-H represents various 
problems which mean the data will not be accepted even though fringes were 
detected. ‘Removed’ means scans which were removed before correlation due to 
problems reported by the station during record time. 
 
Station notes: 
 
BADARY   (Bd/B):   Phase offsets applied with respect to WETTZELL 
                   Spurious signals at BADARY.            
                   X1 (BBC01, 8212.99) -19dBc 
                   X2 (BBC02, 8252.99) -19dBc 
                   X3 (BBC03, 8352.99) -18dBc 
                   X4 (BBC04, 8512.99) -21dBc 
                   X5 (BBC05, 8732.99) -19dBc 
                   X6 (BBC06, 8852.99) -20dBc 
                   X7 (BBC07, 8912.99) -19dBc 
                   X8 (BBC08, 8932.99) -19dBc 
 
                   Phase offsets applied with respect to WETTZELL. 
 
FORTLEZA (Ft/F):   FORTLEZA had no media and was unable to participate  
                   in the session. 
 
KOKEE    (Kk/K):   Manual phasecal at KOKEE 
 
MATERA   (Ma/I):   Low pcal/fringe amplitude in channel S4 (BBC12, 2312.99)  
                   leading to nearly all G-codes.  Additional low pcal/fringe  



                   amplitude in channels S1 (BBC09, 2227.99),  
                   S2 (BBC10, 2237.99) and S3 (BBC11, 2257.99) throughout the  
                   experiment leading to many G-codes.  Channel S4 dropped,  
                   channels S1, S2 and S3 not dropped.   
 
NYALES20 (Ny/N):   Station was unable to participate due to ongoing repairs on 
                   the receiver. 
 
TIGOCONC (Tc/O):   - 
                 
WETTZELL (Wz/V):   -                                                            
 
ZELENCHK (Zc/Z):   Station reports BBC06 was removed from VLBA4 rack for 
                   repair BBC11 no signal.  Scans 064-2146 and 065-1826 failed  
                   due to antenna problems. 
 
                   Channels X6 (BBC06, 8852.99) and S3 (BBC11, 2257.99) removed  
                   from fringe fitting. Spurious signals at ZELENCHK: 
                   X1 (BBC01, 8212.99) -15dBc 
                   X2 (BBC02, 8252.99) -17dBc 
                   X3 (BBC03, 8352.99) -18dBc 
                   X4 (BBC04, 8512.99) -24dBc  
                   X5 (BBC05, 8732.99) -28dBc 
                   X7 (BBC07, 8912.99) -22dBc 
                   X8 (BBC08, 8932.99) -18dBc 
                   S1 (BBC09, 2227.99) -24dBc 
                   S2 (BBC10, 2237.99) -22dBc 
 
 
$ 
 
The section above contains specific comments related to the performance of each 
station participating in the experiment.  You should read carefully any comments 
for your station and ask the correlator if there is anything you do not 
understand in those comments.  More importantly, you should fix any problems 
identified in the report if that is possible! 
        
Clocks: WACO 
 
Station          fmout-gps      Used      rate 
                  [usec]       [usec]   [sec/sec] 
  Bd              -1.87        -1.10       0.0        
  Kk              -0.34         0.08      -0.4e-12                     
  Ma             -26.62       -25.37      -0.6e-12                    
  Tc               0.85         1.03       0.0        
  Wz             -13.26       -13.01       0.0     
  Zc              -0.76        -0.43       0.0      
 
 
Date: 2009/03/05 
 
* 
 
These are the clock offsets used for each station.  The second column is the 
value reported in the station logs, the third is the value actually used at the 
correlator and the fourth is any clock drift rate applied.  There are fixed 



offsets applied at the correlator to correct for different instrumental offsets 
at different stations. 
 
Qcodes  0  1  2  3  4  5  6  7   8    9  A  B  C  D  E  F   G  H  N    -  Tot 
----------------------------------------------------------------------------- 
  BF:X  0  0  0  0  0  0  0  0   0    0  0  0  0  0  0  0   0  0  0   13   13 
  BF:S  0  0  0  0  0  0  0  0   0    0  0  0  0  0  0  0   0  0  0   13   13 
  BI:X 12  0  0  0  0  0  0  2  24  124  0  0  0  0  0  0   3  0  0    0  165 
  BI:S  3  0  0  0  0  0  0  3  53   92  0  0  0  0  0  0  14  0  0    0  165 
  BN:X  0  0  0  0  0  0  0  0   0    0  0  0  0  0  0  0   0  0  0  200  200 
  BN:S  0  0  0  0  0  0  0  0   0    0  0  0  0  0  0  0   0  0  0  200  200 
  BZ:X  2  0  0  0  0  0  0 14  88   39  0  0  0  0  0  0   3  0  0    1  147 
  BZ:S  0  0  0  0  0  0  0  0   0  145  0  0  0  0  0  0   1  0  0    1  147 
  BO:X  0  0  0  0  0  0  0  0   0    0  0  0  0  0  0  0   0  0  0    0    0 
  BO:S  0  0  0  0  0  0  0  0   0    0  0  0  0  0  0  0   0  0  0    0    0 
  BV:X  1  0  0  0  0  0  0  0   5  171  0  0  0  0  0  0   0  0  0    0  177 
  BV:S  0  0  0  0  0  0  0  0   0  176  0  0  0  0  0  0   1  0  0    0  177 
  BK:X  1  0  0  0  0  0  0  1  11  115  0  0  0  0  0  0   0  0  0    0  128 
  BK:S  0  0  0  0  0  0  0  0   0  128  0  0  0  0  0  0   0  0  0    0  128 
  FI:X  0  0  0  0  0  0  0  0   0    0  0  0  0  0  0  0   0  0  0   43   43 
  FI:S  0  0  0  0  0  0  0  0   0    0  0  0  0  0  0  0   0  0  0   43   43 
  FN:X  0  0  0  0  0  0  0  0   0    0  0  0  0  0  0  0   0  0  0   18   18 
  FN:S  0  0  0  0  0  0  0  0   0    0  0  0  0  0  0  0   0  0  0   18   18 
  FZ:X  0  0  0  0  0  0  0  0   0    0  0  0  0  0  0  0   0  0  0   17   17 
  FZ:S  0  0  0  0  0  0  0  0   0    0  0  0  0  0  0  0   0  0  0   17   17 
  FO:X  0  0  0  0  0  0  0  0   0    0  0  0  0  0  0  0   0  0  0   75   75 
  FO:S  0  0  0  0  0  0  0  0   0    0  0  0  0  0  0  0   0  0  0   75   75 
  FV:X  0  0  0  0  0  0  0  0   0    0  0  0  0  0  0  0   0  0  0   40   40 
  FV:S  0  0  0  0  0  0  0  0   0    0  0  0  0  0  0  0   0  0  0   40   40 
  FK:X  0  0  0  0  0  0  0  0   0    0  0  0  0  0  0  0   0  0  0   20   20 
  FK:S  0  0  0  0  0  0  0  0   0    0  0  0  0  0  0  0   0  0  0   20   20 
  IN:X  0  0  0  0  0  0  0  0   0    0  0  0  0  0  0  0   0  0  0  195  195 
  IN:S  0  0  0  0  0  0  0  0   0    0  0  0  0  0  0  0   0  0  0  195  195 
  IZ:X  0  0  0  0  0  0  1  2  26  133  0  0  0  0  0  0   1  0  0    1  164 
  IZ:S  2  0  0  0  0  0  0 12  51   62  0  0  0  0  2  0  34  0  0    1  164 
  IO:X  0  0  0  0  0  0  0  0   0    9  0  0  0  0  0  0   0  0  0    0    9 
  IO:S  0  0  0  0  0  0  0  0   3    6  0  0  0  0  0  0   0  0  0    0    9 
  IV:X  2  0  0  0  0  0  0  3  12  250  0  0  0  0  0  0   0  0  0    0  267 
  IV:S  2  0  0  0  0  0  0  5  90  102  0  0  0  0  0  0  68  0  0    0  267 
  IK:X  6  0  0  0  0  0  0  0   6   50  0  0  0  0  0  0   0  0  0    0   62 
  IK:S  2  0  0  0  0  0  0  0   5   48  0  0  0  0  0  0   7  0  0    0   62 
  NZ:X  0  0  0  0  0  0  0  0   0    0  0  0  0  0  0  0   0  0  0  129  129 
  NZ:S  0  0  0  0  0  0  0  0   0    0  0  0  0  0  0  0   0  0  0  129  129 
  NO:X  0  0  0  0  0  0  0  0   0    0  0  0  0  0  0  0   0  0  0    6    6 
  NO:S  0  0  0  0  0  0  0  0   0    0  0  0  0  0  0  0   0  0  0    6    6 
  NV:X  0  0  0  0  0  0  0  0   0    0  0  0  0  0  0  0   0  0  0  209  209 
  NV:S  0  0  0  0  0  0  0  0   0    0  0  0  0  0  0  0   0  0  0  209  209 
  NK:X  0  0  0  0  0  0  0  0   0    0  0  0  0  0  0  0   0  0  0  126  126 
  NK:S  0  0  0  0  0  0  0  0   0    0  0  0  0  0  0  0   0  0  0  126  126 
  ZO:X  0  0  0  0  0  0  0  0   0    3  0  0  0  0  0  0   1  0  0    0    4 
  ZO:S  0  0  0  0  0  0  0  0   0    4  0  0  0  0  0  0   0  0  0    0    4 
  ZV:X  1  0  0  0  0  0  0  0   4  155  0  0  0  0  0  0   0  0  0    1  161 
  ZV:S  0  0  0  0  0  0  0  0   0  160  0  0  0  0  0  0   0  0  0    1  161 
  ZK:X  1  0  0  0  0  0  1  1   9   35  0  0  0  0  0  0   0  0  0    0   47 
  ZK:S  1  0  0  0  0  0  0  0   0   46  0  0  0  0  0  0   0  0  0    0   47 
  OV:X  0  0  0  0  0  0  0  0   0   11  0  0  0  0  0  0   0  0  0    0   11 
  OV:S  0  0  0  0  0  0  0  0   0   11  0  0  0  0  0  0   0  0  0    0   11 



  OK:X  1  0  0  0  0  0  0  0   6   42  0  0  0  0  0  0   0  0  0    0   49 
  OK:S  1  0  0  0  0  0  0  0   0   48  0  0  0  0  0  0   0  0  0    0   49 
  VK:X  0  0  0  0  0  0  2  0  14   66  0  0  0  0  0  0   0  0  0    0   82 
  VK:S  0  0  0  0  0  0  0  0   0   82  0  0  0  0  0  0   0  0  0    0   82 
----------------------------------------------------------------------------- 
Totals 38  0  0  0  0  0  4 43 407 2313  0  0  0  0  2  0 133  0  0 2188 5128 
 
This is a table of fringe quality codes on a baseline basis (using the single 
letter station codes), with totals at the bottom.  This table can give you more 
information about how your station is performing.  See below for an explanation 
of the codes: 
 
Legend: 
 QC = 0    Fringes not detected. 
    = 1-9  Fringes detected, no error condition. Higher number = better quality. 
    = B    Interpolation error in fourfit. 
    = D    No data in one or more frequency channels. 
    = E    Maximum fringe amplitude at edge of SBD, MBD, or rate window. 
    = F    "Fork" problem in processing. 
    = G    Fringe amp in a channel is <.5 times mean amp (only if SNR>20). 
    = H    Low Phase-cal amplitude in one or more channels. 
    = N    No valid correlator data. 
 Tot       Total number of scans in schedule. 
 Minus     Scans in original schedule file for which correlation was not 
             attempted, usually because of known station problems. 
 
More explanation of each code would be interesting, but would make this 
paragraph very long … 
 
Processed in one pass 
 
If there are more stations participating in the experiment than the correlator 
has playback units on which to put them, the experiment has to be processed in 
more than one pass in order to correlate all the data.  This is documented here. 
 
 MEAN RATIOS = Observed SNR / Predicted SNR  for exp no. 4368 
 
 ...by baseline, over all sources: 
 
 bl     X     n       S     n 
 
 BK    0.52  127     1.09  128 
 BI    0.36  153     0.76  162 
 BO    0.00    0     0.00    0 
 BV    0.59  176     1.16  177 
 BZ    0.48  144     1.02  146 
 KI    0.58   56     1.17   60 
 KO    1.13   48     1.25   48 
 KV    1.01   82     1.69   82 
 KZ    0.85   46     1.44   46 
 IO    0.66    9     0.99    9 
 IV    0.71  265     1.00  265 
 IZ    0.56  163     0.84  159 
 OV    1.08   11     1.48   11 
 OZ    0.83    4     1.23    4 
 VZ    0.96  159     1.31  160 



This is a table of the actually measured vs. predicted (by sked) signal to noise 
ratios (snr) over the course of the whole experiment, by baseline.  This table 
shows whether your station is as sensitive as it is predicted to be by sked.  
Ratios below 1 indicate the station is not as sensitive as expected, or better 
than expected if above 1.   
 
bl = baseline 
X = X band snr ratio 
n = number of scans included in calculation 
S = S band snr ratio 
n = number of scans included in calculation 
 
CF File 
 
*** 
* 4fit control file for R4368 
* 
  max_parity 0.02  
  sb_win -1.0 1.0 mb_win -1.0 1.0 dr_win -3.0e-5 3.0e-5 
  start -3 stop -1 
* 
  if f_group X 
    ref_freq 8212.99 
    pc_freqs ghijklmn  0010  0010  0010  0010  0010  0010  0010  0010 
* 
  if f_group S 
    dr_win -3.0e-5 3.0e-5 
    ref_freq 2227.99 
    pc_freqs abcdef  0010  0010  0010  0010  0010  0010 
* 
* 
  if f_group S and station I 
    dr_win -3.0e-5 3.0e-5 
* 
  if station O or station Z or station K              
  lsb_offset 280. 
* 
  if station F 
  lsb_offset  30. 
* 
  if station C 
  lsb_offset  20.  
* 
  if station Y 
  lsb_offset 230. 
* 
  if station B 
  lsb_offset 100. 
* 
* 
  if f_group S and baseline IZ and scan 064-183000 to 065-030000  
   mb_win   0.04700  0.05700 
* 
  if f_group S and baseline IZ and scan 065-030100 to 065-100000   
   mb_win   0.05300  0.06200 
* 
  if f_group S and baseline IZ and scan 065-100100 to 065-183000   



   mb_win   0.05500  0.06600 
*** 
  if station K and f_group X 
    pc_phases ghijklmn  144  52  92  151  83  110  93  138        
    pc_mode manual 
* 
  if station K and f_group S 
    pc_phases abcdef   0  60  74  20  40  45              
    pc_mode manual 
** 
  if station B and f_group X 
    pc_mode ap_by_ap 
* 
  if station B and f_group S 
    pc_mode ap_by_ap 
* 
  if station B and f_group X 
    pc_phases ghijklmn     22  -9  -28  -20  -9  24  0  2        
* 
  if station B and f_group S 
    pc_phases abcdef       7  17  -32  7  0  2       
*    
* 
  if station Z and f_group X 
    freqs g h i j k   m n    
* 
  if station Z and f_group S 
    freqs a b   d e f 
* 
* 
  if station I and f_group S 
    freqs a b c   e f 
* 
* 
** 
 
This is the fourfit control file used at the correlator, which is the place 
where many parameters are set and adjusted (one example, this is where any 
station specific channel deletions would be made) before fringe fitting the 
correlated data.  This file is mostly of interest to those who use fourfit 
(like, people who might re-fringe fit the data later in the analysis process), 
so it will not be explained here.  Most likely all of what is documented here is 
explained in the section where specific station issues are summarized, if there 
is an issue of concern to the station.  If you are curious to know more about 
this file, please ask a fourfit guru. 
 
Dave                
 
This is the person (or persons) who wrote the report above.  It is probably best 
to direct any questions related to the report to the person listed here.   
 
As of May 2009, the correlator analysts are as follows: 
 
Bonn: 
 
Alessandra: Alessandra Bertarini  abertari@mpifr-bonn.mpg.de 
Arno:       Arno Mueskins         amueskin@mpifr-bonn.mpg.de 



 
Haystack: 
 
Mike:       Mike Titus            mike@haystack.mit.edu 
Brian:      Brian Corey           bec@haystack.mit.edu 
 
Washington: 
 
Dave:       David Hall            dmh@usno.navy.mil 
Kerry:      Kerry Kingham         kingham.kerry@usno.navy.mil 
 
 
_______________________________________________ 
IVS-ops mailing list 
IVS-ops@ivscc.gsfc.nasa.gov 
http://ivscc.gsfc.nasa.gov/mailman/listinfo/ivs-ops 
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