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Abstract We describe the Kalman filter implemented
in the VieVS@GFZ software which is able to analyze
VLBI data in real-time. The filter is tested through
simulations of a real-time estimation scenario from a
30 station VGOS network. We obtain a precision of
20–30 µas for polar motion and celestial pole offsets
and 1.3 µs for UT1–UTC. The Kalman filter is able to
work fully automated and can detect and correct prob-
lems like clock breaks automatically.
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1 Introduction

One of the goals of the upcoming VLBI Geodetic Ob-
serving System (VGOS) is to reduce the latency be-
tween the observations and the availability of the re-
sults, e.g., Earth Orientation Parameters (EOP). For the
current VLBI system this latency is about two weeks,
and the goal of VGOS is to reduce it to less than
24 hours [7]. Ideally, the results should be available
in real-time [1]. Achieving this is challenging for all
parts of the VLBI processing chain. First of all, the
data needs to be sent with e-transfer in real-time from
the stations to the correlator. For this it is required
that all the stations, and in particular the correlator, are
connected to high-speed electronic networks. Then, as
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soon as all the data from a scan have arrived at the
correlator, the data are correlated in order to produce
the VLBI observables, e.g., the group delays. These
are then used as input to a VLBI analysis software,
where the interesting parameters, like the EOP, are es-
timated. The possibility of VLBI in near real-time has
been demonstrated for one-hour single-baseline ses-
sions, so-called Intensive sessions [2]. However, for
VGOS, real-time operation will be more challenging,
especially since the data recording rate for VGOS will
be 8–16 Gbps. Although the data do not necessarily
need to be sent with this speed, since it is planned to
also use the time in which the telescopes slew to the
next source for the transfer, still a stable connection to
the correlator of several Gbps is needed.

In this work we focus on the challenges for the
last part of the VLBI processing chain: the VLBI data
analysis. This part, just as the other parts, must run
completely autonomous and needs to be able to deal
with any problem that may occur, e.g., clock breaks.
As soon as the observables from a new scan are avail-
able from the correlator, a new solution should be cal-
culated in order to get updated estimates for the EOP
and other parameters [1]. Thus it seems appropriate to
apply a Kalman filter for the parameter estimation. In
this work we apply a modified version of the Kalman
filter implemented in the VieVS@GFZ software [5, 8].
The implementation is briefly described in Section 2.
The software is tested through simulation of a real-time
estimation scenario from a 30-station VGOS network.
The setup of the simulations is presented in Section 3
and the results in Section 4. Finally, the conclusions are
given in Section 5.
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Fig. 1 Flowchart of the real-time VLBI data analysis with
VieVS@GFZ.

2 Kalman Filter Implementation

The basic structure of the Kalman filter is shown in Fig-
ure 1. Whenever observables from a new scan become
available, the theoretical delays and the partial deriva-
tives are calculated using the module VIE MOD RT.
The a priori parameters needed for these calculations,
e.g., the EOP, the station coordinates, and the radio
source coordinates, are predicted from the results of the
previous epoch, except for the very first epoch where
initial guesses of thes parameters are used. Then the
estimates are updated by the Kalman filter by making
an optimal combination of the values predicted from
the previous epoch and the observables of the current
epoch. For more details, see [5]. For the real-time anal-
ysis, the Kalman filter loop only runs forward in time.
However, the option also exists to run the filter back-
wards in time, followed by smoothing where the opti-
mal combination of the forward and backward results
is calculated. This will only improve the results at the
earlier epochs, not the last one. Hence, this option is
only applicable for post-processing.

In the Kalman filter the following parameters
are estimated: all five EOP (modeled as integrated
random walk processes), station coordinates (highly
constrained random walk processes), radio source
coordinates (constant offsets), zenith wet delays
(random walk), tropospheric gradients (random walk),
and clock errors (random walk plus integrated ran-
dom walk). The datum for the station coordinates
is realized by adding No-Net-Rotation (NNR) and
No-Net-Translation (NNT) constraints as additional
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Fig. 2 The 30-station VGOS network used for the simulations.

pseudo-observations. Similarly, the datum for the radio
sources is realized by NNR constraints.

3 Simulations

To test the real-time Kalman filter we made simula-
tions. Here we assumed a future observing scenario
with a 30-station VGOS network (see Figure 2). For
most antennas we assumed a slew rate of 12◦/s in az-
imuth and 6◦/s in elevation. The exceptions were ex-
isting antennas with different slew rates, i.e., the an-
tennas in Australia, New Zealand, and at the Goddard
Geophysical and Astronomical Observatory (GGAO),
USA, all of which have slew rates of about 5◦/s in
azimuth and 1.2◦/s in elevation. In these simulations
we only considered single telescopes at each site, al-
though at several stations twin telescopes are planned
or already exist. We generated an observing sched-
ule with the VIE SCHED software [9], applying the
source-based scheduling strategy with four sources ob-
served simultaneously. With this schedule, the very fast
antennas made about 2000 scans/day, the others about
1600 scans/day. The schedule was repeated every side-
real day over the whole 25-day simulation period.

Simulated delays were generated with the VIE SIM
software [6]. First the theoretical delays were calcu-
lated, then we simulated random errors due to the
clocks, the troposphere, and observation noise, and
added these to the theoretical delays. For calculating
the theoretical delay we used the observed EOP from
a 25 days long period (4–29 September 2015). The
clocks were simulated as random walk plus integrated
random walk processes with an Allan standard devia-
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Fig. 3 The differences between the estimated UT1–UTC time
series and the time series used as input to the simulations. Shown
are both the results for real-time estimation and post-processing.

tion of 1·10−14 @ 50 min, the tropospheric delay ac-
cording to the algorithms presented in [3] with station
specific C2

n values obtained from GPS data, and the ob-
servation noise was simulated as white noise with a
standard deviation of 10 ps. The simulated delays were
then used as input to the Kalman filter. As a priori EOP
for the first epoch we used the actual EOP of this epoch
plus random errors with standard deviations of 100 mas
(polar motion), 2 ms (UT1–UTC), and 1 mas (celestial
pole offsets). This represents very bad a priori EOP and
was used in order to investigate how well the Kalman
filter can deal with really poor a priori values.

4 Results

In Figure 3, the UT1–UTC values estimated from the
Kalman filter are compared to the values used for cre-
ating the simulated delays. Two Kalman filter solutions
were investigated: one real-time solution (only forward
running Kalman filter) and one post-processed solu-
tion (forward and backward Kalman filter + smooth-
ing). For the first epochs, there are large differences be-
tween the real-time estimates and the simulated values.
The reason is that the a priori values used for the ini-
tial epoch contained large errors, thus the Kalman filter
needs time in order to converge to the correct value.
After a few hours, when the filter has converged, the
precision of the estimates is more or less stable. Fur-
thermore, we can see in Figure 3 that the scatter of the

Table 1 WRMS error in the EOP estimated in the real-time anal-
ysis and in post-processing.

x-pole y-pole UT1–UTC dX dY
µas µas µs µas µas

Real-time 27.7 24.6 1.29 20.6 21.3
Post-proc. 18.4 16.7 0.92 14.3 14.8

Table 2 WRMS error in the EOP estimated in the real-time anal-
ysis from the reduced data sets.

x-pole y-pole UT1–UTC dX dY
µas µas µs µas µas

10 stations 52.9 45.1 3.60 40.5 38.4
Every 5th scan 48.1 41.3 2.86 34.4 40.1
Every 10th scan 66.6 56.5 3.76 52.5 48.5

post-processed solution is lower than that of the real-
time solution, as expected.

In Table 1 the Weighted Root-Mean-Square
(WRMS) differences between the estimated and
simulated EOP values are shown. We can see that the
WRMS for the real-time estimates are about 40–50%
larger than for the ones from the post-processing.
A real-time estimate is only determined from the
observations at the current and past epochs, while the
post-processed estimate is determined also using future
observations. Thus, we an say that the post-processed
estimates are in principle determined from twice as
many observations as the real-time ones. Based on this
assumtion, we would expect that the precision of the
real-time estimates is about a factor of

√
2 worse than

the post-processed ones, if we neglect correlations
between the observables.

4.1 Reduced Data Set

In reality, it may be difficult to achieve real-time data
transfer and correlation for a 30-station VGOS net-
work. For example, some remote stations may not be
connected to high-speed networks, or the correlator
may not be able to receive all the data from all sta-
tions. One solution would be to only e-transfer part of
the data, correlate this in real-time and use it to produce
an ultra-rapid solution. The rest of the data is then sent
later, e.g., by shipping disk modules, correlated, and
then used to calculate the more accurate final solution.
For example, the real-time e-transfer may be limited to
only a few stations and/or selected scans.
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We made tests where the real-time solution was cal-
culated using only the observables from ten stations,
every fifth scan, or every tenth scan. The WRMS dif-
ferences between the estimated and simulated values
are shown in Table 2. We can see that the WRMS val-
ues are much higher than those given in Table 1, as
was to be expected due to the lower amount of data. It
should be noted that no optimization was applied w.r.t.
exactly which scans to include in the real-time solu-
tion. Thus, the results can be further improved by an
optimal selection of the scans to e-transfer, e.g., instead
of simply using scans number 1, 6, 11, and so on, one
of the first five scans is chosen, then one of the next
five scans, et cetera. Furthermore, it might be possible
to make optimizations already in the scheduling w.r.t.
the scans used in the real-time solution, although this
might slightly degrade the final solution at the same
time.

4.2 Clock Breaks and Other Problems

Occasionally, there are problems with the VLBI data,
e.g., due to clock breaks. In the real-time analysis,
these problems need to be automatically detected and
corrected, otherwise the estimates would be affected.
We have implemented automated clock break and out-
lier detection in the VieVS@GFZ real-time software.
We make use of the fact that the Kalman filter makes
predictions of the observed delays based on the esti-
mates of the previous epoch. When the Kalman fil-
ter has converged, the difference between the observed
and predicted delays can be expected to be small. Thus
if there are large differences it may indicate a prob-
lem. It may, however, be difficult to directly determine
the type of problem from the observations of just one
scan. Thus, whenever large differences occur, we let
the Kalman filter run without assimilating any data, i.e.,
only using predictions, for the next couple of epochs
(the following 5 minutes) and compare the predictions
at these epochs to the observed delays. If there is a
clock break at one station, the difference between the
predicted and observed delays will be large and of
about the same size for all observations of this station.
Hence, it is possible to detect the clock break and at
which station it occurred. The clock break is then cor-
rected by increasing the uncertainty of this clock’s off-
set and rate in the Kalman filter; thus, more or less com-

Fig. 4 The north coordinate estimates of the station with a clock
break at 12:00. Shown are the results with and without using the
automated clock break detection.

pletely new values will be estimated from the observa-
tions after the break. If large differences are present at
one epoch but not at later epochs, it is an indication of
an outlier; thus these observations are removed.

We tested the clock break detection by simulating
a clock break of 0.66 ns (20 cm) at 12:00 UTC at one
station. The software was able to detect and correct the
clock break correctly. In Figure 4 we show the effect of
this clock break on the north coordinate of this station.
If the clock break detection and correction is not used,
there is a jump in the coordinate of the station of al-
most 1 cm at the epoch of the clock break, and it takes
several hours until the solution has converged back to
the original level. On the other hand, if the automated
clock break detection and correction is used, we see no
effect on the north coordinate or any other estimated
parameter.

5 Conclusions

Based on the real-time simulation results, the Kalman
filter is able to estimate the polar motion and celes-
tial pole offsets with a precision of 20–30 µas and
UT1–UTC with a precision of 1.3 µs from a 30 station
VGOS network. This is significantly better than what
is obtained by the current VLBI system (about 100 µas
for standard R1/R4 sessions, 30 µas for the CONT
sessions [4]). However, the results are 40–50% worse
compared to the results obtained in post-processing.
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Thus it will still be beneficial to calculate a final so-
lution with a delay of one or several days, in addition
to the ultra-rapid real-time solution.
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